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Abstract: The development today’s technology loving society has done is commendable. There has been revolution in technological 

applications and it has shaped our lives in its own ways. What so ever activity we do we are using technology and we have faith on the 

products that we use because we know that the products are reliable. Reliability is one of the most important feature that enhances our trust 

at Science and Modern Technological Development. 

In the current research work reliability has been the prime focus throughout. Reliability of Software has been explored in this research. As 

software plays a very critical role in the today’s society, so through this current research efforts have been made in order to enhance the level 

of reliability in the developed software. There has been a lot of research for reliability and reliable products in the past, the current research 

tries to propose a technique where the available Software Reliability Growth Models which are used to forecast the software failure behavior 

are given a preference order called ranking based on certain comparison criteria. The Software Reliability Growth Models which we have 

chosen for this current research work are all of Non Homogeneous Poisson Process category. 
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1.Introduction 

Reliability has received increasing importance in the past few years in manufacturing, the civilian organizations and government organizations. 

With recent issues about government spending, agencies are trying to purchase systems with higher reliability and lower cost of maintenance. As 

consumers, we are mainly broadly bothered about buying products that last longer and are cheaper to maintain, i.e., products with higher 

reliability. Reliability plays an important role in Software industry as well. Software Reliability has been defined as one of the most critical and 

demanded quality aspects mentioned in IEEE Standard 729 [1]. 

 

2.Software Reliability  

Software reliability has been explored thoroughly in Pham [2]. Software Reliability is a very desired component of the availability of computer 

system. Software Reliability is the probability of failure-free operation of software for a specified period of time in a specific environment. 

Software Reliability is also an important factor affecting system reliability. It apparently differs from hardware reliability as in later it reflects the 

design perfection, rather than perfection in manufacturing. 

 

3.Software Reliability Growth Models 

A Software Reliability Growth Model is one of the major procedures to survey programming unwavering quality quantitatively. The Software 

Reliability Growth Model requires having a decent execution as far as integrity of-fit, consistency etc. Keeping in mind the end goal to assess 

and also to anticipate the unwavering quality of programming frameworks, migrating or deviating information should be legitimately measured 

by different means amid programming improvement and operational stages. As system failures are encountered, the corresponding underlying 

faults responsible for these failures are neutralized so that the inherent reliability of the software improves during the process of system testing 

and debugging[7-11]. To predict Software Reliability, the conceptual Reliability Growth Models must be translated into a mathematical model. 

Software Reliability Growth Modeling involves comparing measured reliability at a number of instances of time with some familiar functions 

that show probable variations in reliability. Littlewood and Musa [3-6] have pioneered in development and implementation of Software 

reliability estimation techniques and have written extensively on reliability growth models. 

A variety of Software Reliability Growth Models have been proposed by researchers and statisticians in the long history of evolution of the 

modern day Software Reliability Techniques. There are more than 200 models proposed by the contributors. All these models have taken into 

account the various factors that capture the information on the latent errors in the software and try to project the future behavior of the software. 

The various classified categories of models are [13-16]:1)Early prediction models2)Architectural based models3)Hybrid white box 

approach4)Hybrid black box approach5)Software Reliability growth models6)Input domain models.Software Reliability Growth Models can be 

used as a tool to make a decision on when to stop testing.Some of the popular Software Reliability Growth Models based on NHPP for Software 

Reliability prediction which have been used in the current research for the ranking of models are as follows[17-28] : 

 

Goel-Okumoto Model  

This model was first proposed by the famous researchers in this field Goel and Okumoto. It is one of the most applied NHPP model in the field 

of software reliability prediction. It is also referred to as exponential NHPP model. Assuming failure detection as a typical Non homogeneous 

Poisson process having an exponentially decaying rate function, the corresponding mean value function is depicted in this model is represented 

as 

m(t) = a(1 − e
−bt

) 
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and the associated intensity function of this model is represented as 

 ( )         

a is the projected total number of faults to be uncovered in due course and b is the fault detection rate. 

 

Gompertz Growth Curve Model  

Gompertz Growth Curve Model has been used in the Fujitsu and Numazu work on the reliability. Several computer manufacturers and software 

companies of Japan have started using this model due to it being the simplest S-shaped software reliability growth models. Its mean value 

function is represented as 

m(t) = ake
-bt

 

and intensity function is represented as 

 ( )      ( )     
       

a is the expected number of faults to be detected with the passage of time and, b and k the are parameters which are estimated using regression 

analysis. 

 

Logistic Growth Curve Model  
In general, software reliability tends to improve and it can be treated as a growth process during the testing phase. That is, the reliability growth 

occurs due to fixing faults. Therefore, under some conditions, the models developed to predict economic population growth could also be applied 

to predict software reliability growth. These models simply fit the cumulative number of detected faults at a given time with a function of known 

form. Logistic growth curve model is one of them and it has an S-shaped curve. Its mean value function is represented as  

 ( )  
 

      
 

and intensity function is represented as 

 ( )  
       

(       ) 
 

a is the expected faults to be detected with the passage of time, and k and b are parameters which are traced by fitting the data of failure.  

 

Generalized Goel NHPP Model  
Goel proposed a generic version of the Goel-Okumoto model with the inclusion of an additional parameter c. The intention of giving this generic 

model was to showcase the situation that software failure intensity increments to some extent at the beginning and then begins to decline. The 

mean value function is represented as 

 ( )   (       
) 

and intensity function is represented as 

 ( )              
 

a is the expected total number of faults to be eventually detected and b and c are parameters that represent the quality of testing. 

 

Yamada Delayed S-Shaped Model  
The Yamada Delayed S-Shaped model is a variation of the non homogeneous Poisson process to attain an S-shaped curve for the detected 

cumulative number of failures so that the rate of failure y increases in the initial stages and exponentially decays later. We may consider it as a 

generalized exponential model having its failure rate initially increasing and finally decreasing. The software error detection process summarized 

by such an S-shaped curve can be considered as a learning process. The mean value function is represented as 

 ( )   (  (    )    ) 

and intensity function is represented as 

 
a and b are the expected total number of faults to be eventually detected and the fault detection rate, respectively. 

 

Inflected S-Shaped Model  
This model overcomes a limitation technically associated with the Goel- Okumoto model. It was introduced by Ohba and its fundamental 

principle is that the observed software reliability growth acquires S-shaped curve if the inherent faults in a program are mutually dependent, i.e., 

some of the faults are not traceable before some of the others are removed. The mean value function is  

 ( )  
 (      )

       
 

and intensity function is represented as 

 
 

Modified Duane Model  
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Duane presented  a research report that evidenced failure data of a number of systems during their developments during 1962 by analysis of the 

data. It was seen that the cumulative Mean-Time Between-Failures versus the cumulative operating time acquires a curve close to a straight line 

if it is plotted on log-log paper. After some time, Duane model was proposed after modification and it‗s hypothesized mean value function is 

represented as 

 ( )   [  (  (   ))
 
] 

and its intensity function is represented as 

 ( )       (   )    

a is the expected total number of faults to be eventually detected. 

 

Musa-Okumoto Model  
Musa-Okumoto incorporates the fact that the reduction in the rate of failure resulting from repair action following early failures are generally 

greater as they tend to become the most frequently occurring once in the model. The mean value function is represented as 

 ( )     (    ) 

and intensity function of the model is represented as 

 ( )     (    ) 

a is the expected total number of faults to be eventually detected and b is the fault detection rate. 

 

Yamada Imperfect Debugging Model 1  

This model is assumed to be unrealistic for software reliability modeling as it assumes that the faults traced during the process of software testing 

are perfectly neutralized without introduction of any new faults. Yamada introduced software reliability assessment model with imperfect 

debugging using the assumption that new faults are sometimes injected when the faults originally remaining in the software system are 

neutralized during the testing phase. The assumption is that the fault detection rate is directly proportional to the summation of the numbers of 

faults remaining initially in the system and further faults introduced by imperfect debugging. This model is elaborated by a non homogeneous 

Poisson process. The mean value function 

  ( )  
  (        )

   
 

and intensity is represented as 

 ( )

  (        )

   
 

a is the expected total number of faults to be eventually detected and b is the fault detection rate. is constant fault introduction rate. 

 

Yamada Rayleigh et.al model  
This model typically attempts to take into account the testing effort which has been put in order to trace the errors. The mean value function is 

represented as 

 ( )   (      (   (      ))) 

Where [a>0,b>0,α>0,β>0] 

and intensity function is represented as 

 ( )        
   (   

(     )
)      

 

Where [a>0,b>0,α>0,β>0] 

a is the expected total number of faults to be eventually detected and is constant fault introduction rate. r and β are constants. 

 

Yamada Imperfect Debugging Model 2  
This model typically takes an assumption that there is a  constant introduction rate and constant fault detection rate b. The mean value function is 

represented as 

 ( )   (      ) (  
 

 
)      

and intensity function of model is represented as 

 ( )        (  
 

 
)     

Yamada Exponential Model  
This model also typically puts an attempt to take into account the testing effort put into the project for tracing and detecting faults. The mean 

value function is represented as  

 ( )   (      (      )) 

and intensity function given is represented as 

 ( )          (      )    

a is the total expected faults to be eventually detected over the period of time and is constant fault introduction rate. r and β are constants. 
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Pham–Nordmann–Zhang (P–N–Z) model  
It assumes that introduction rate is a linear function of testing time, and the fault detection rate function is non-decreasing with an inflexion S-

shaped model. The mean value function of this model represented as 

 ( )  
 (      ) (  

 
 
)     

       
 

And intensity function is represented as 

 ( )  
      (

   
 

)   

       
 

      (  
 
 ) (      

)    

(       ) 
 

a is the total expected faults to be eventually detected over the period of time and is constant fault introduction rate. β is constant. 

 

Pham–Zhang (P–Z) model  
It assumes that introduction rate is exponential function of the testing time, and the fault detection rate is non decreasing with an inflexion S-

shaped model. The mean value function is represented as 

 ( )  
 

       
((   )(      )  

  

   
(        )) 

and intensity function of this is represented as 

  ( )    
 (   )(   )     [     (       )     (        )]

(       )
 

a is the total expected faults to be eventually detected over the period of time and is constant fault introduction rate. β and c are constants. 

 

Pham Zhang IFD model  
It assumes constant initial fault content function and imperfect fault detection rate combining the fault introduction phenomenon. The mean value 

of function is represented as 

 ( )         (  (   )      ) 

and intensity function of this model represented as 

 ( )       [  (   )   (      )] 
a is the total expected faults to be eventually detected over the period of time and is constant fault introduction rate. d is constant. 

Zhang-Teng-Pham model  
This model has been designed on the assumption that fault introduction rate, and the corresponding fault detection rate functions are non 

decreasing having a corresponding inflexion S shape model. The mean value function is represented as 

 ( )  
 

   
[(  

(   )    

       
)

 
 
(   )

] 

and intensity function of this model is represented as 

 ( )  
  

       
[(

(   )    

   

    

)
 

 
(   )] 

a is the total expected faults to be eventually detected over the period of time and is constant fault introduction rate. c, p and β are constants. 

 

4.Ranking the Models and Selecting the Best Candidate 

There has been a long research in this dimension of selecting the best candidate model. This is an area where we have to consider multiple 

comparison criteria for the choice of the best model. Due to the multiple dimension decision criteria, it becomes difficult to prioritize the models. 

There are 8 identified criteria‘s for the ranking of the models namely MSE, MAE, MEOP, AE, Noise, RMSPE, SSE, TS [29-33]which have been 

used here in this paper for the comparison.  

 

5. Proposed Technique for Ranking the Models 

Researchers have proposed few selection criteria‘s in literature based on different techniques.  

Yamada et.al.[34] gave Maximum Likelihood Classification Method,Sharma et.al.[35] used Distance Based 

Approach, Mohd. Anjum et. al. [36] used Weighted Criteria method, Liang Fuh Ong [37] used Partical Swarm 

Optimization Based Ranking for the selection of models.In the current work 16 Non-Homogeneous Poisson 

Processes Models [12, 29-33] have been used for ranking and comparison using the above mentioned comparison 

criteria. 

We have used Hasse Diagram ranking methodology for ranking the models. Hasse diagram technique is a trusted multi-criteria evaluation 

method from the partial order set mathematical theory. The main feature of this technique is the visualization of partial ordered sets by so-called 

Hasse diagrams. For the purpose of making decisions, the Hasse diagram and the partial order set respectively, can be additionally transformed to 

total order[38-42]. The Total rank may be obtained from formula 

Rk(av) = (S+1)*(N+1)/(N+1-U) 
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where S is the total number of successors of the object x, N is the number of objects (of the remaining quotient set), and U is the total number of 

objects incomparable with x.  

The Sample dataset collected for this  research in table 1 has been taken from open literature Kapil Sharma et. al.[35],which is software failure 

data for Tandem computers over several weeks. From this data parameters have been estimated using maximum likelihood method[35]. The 

values of the different comparison criteria may be calculated from this using their standard formulas [29-33,36] as calculated in table 2. 

 

Wee

ks 

No. of 

CPU 

Hours 

Detect

ed 

Defects 

Week

s 

No. of 

CPU 

Hours 

Detected 

Defects 

1 519 16 11 6539 81 

2 968 24 12 7083 86 

3 1430 27 13 7487 90 

4 1893 33 14 7846 93 

5 2490 41 15 8205 96 

6 3058 49 16 8564 98 

7 3625 54 17 8923 99 

8 4422 58 18 9282 100 

9 5218 69 19 9641 100 

10 5823 75 20 10000 100 

Table 1 Tandem Computer Software Failure Data 

 

S.No 
Model/ Criteria MAE MSE Noise MEOP AE  RMSPE SSE TS 

1 
Musa Okumoto 0.351071 0.924321 0.112795 1.307126 0.028442 0.570933 18.97398 1.008592 

2 
Yamada Model 3.543599 179.2539 0.14698 17.75146 0.305942 8.454833 1597.26 11.28644 

3 Yamada 

Rayleigh 3.558081 17.31985 5.479 19.0736 0.744818 2.447927 352.0871 5.067527 

4 
Delayed S-shape  1.693175 5.794858 2.769102 5.807915 0.018245 3.077485 116.9649 2.791747 

5 
Yamada Model 1.825164 21.93011 2.236911 9.628311 0.145899 4.583359 445.0041 5.743455 

6 
Yamada Exp 47.654 1919.854 0.019004 2.395486 0.748399 94.054 38457.07 58.409 

7 
P-N-Z Model 0.911859 3.61805 0.206977 3.108742 0.061985 1.464794 76.73437 2.214798 

8 
P-Z Model 0.383722 0.357683 0.16753 0.788449 0.464667 0.330636 9.158949 0.659803 

9 Pham Zhang 

IFD 2.06796 6.540207 2.834834 6.347738 0.020288 3.321157 134.2953 3.010679 

10 Zhang-Teng-

Pham     0.383908 0.358311 0.003751 0.789582 0.4992 0.331376 9.173131 0.66047 

11  Generalized 

Goel 8.371275 85.55917 0.385555 24.502 0.979 13.28857 1723.841 11.74652 

12 
Goel-Okumoto 0.242577 0.452238 0.166812 0.799432 0.017961 0.335463 9.320362 0.666706 

13 
 Gompertz 0.734919 3.348342 0.215442 3.856035 0.048316 1.762726 69.46258 2.096149 

14 Inflection S-

shape 0.27435 0.398804 0.169332 0.766704 0.017401 0.320838 8.830393 0.64588 

15 
Logistic Growth 0 0 1.178951 0 0 0 0 0 

16 
Modified Duane 0.31556 0.534152 0 0.93777 0.314024 0.398268 11.67395 0.761004 

Table 2 Estimated Value of Comparison Criteria for Various Sofware Reliability Growth Models 
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S.No. Model Name 
Model Notation in 

Pro Rank 

Average Rank[Rk(av)] Overall Ranking 

1 Goel-Okumoto E12 1.888889 1 

2 Inflection S-shape E14 1.888889 1 

3 Musa okumoto  E1 2.125 2 

4 Logistic Growth E15 2.833333 3 

5 Zhang-Teng-Pham     E10 3.4 4 

6 Modified Duane E16 3.4 4 

7 P-Z Model E8 4.25 5 

8 P-N-Z Model E7 8.5 6 

9  Gompert E13 8.5 6 

10 Yamada Model E2 11.33333 7 

11 Delayed S-shape  E4 11.33333 7 

12 Yamada Exp E6 12.75 8 

13 Pham Zhang IFD E9 14.16667 9 

14 Yamada Model E5 14.875 10 

15  Generalized Goel E11 15.3 11 

16 Yamada Rayleigh E3 15.45455 12 

Table 3 Overall and average rank obtained using Hasse Diagram Technique 

 

 

 
Figure 1  Hasse Diagram for  Data Set of Tandem Computer Failure Data 

6.Results  

We may now use the Hasse Diagram Ranking Technique for ranking these models using the multiple attributes(Comparison Criteria) and giving 

due recognition to all the attributes (Comparison Criteria). 

Figure 1 shows the Hasse diagram for ranking obtained through the various comparison criteria. And Table 3 shows the overall ranks of various 

models. We may see in table 4 that there are 4 such models that share common ranks with other 4 models. In the large there are only 12 ranks as 

this ranking technique provides equal opportunity to all the comparison criteria to be given due consideration for being given weightage while 

ranking and selection. 

 

7.Conclusion 
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The current work provides a new approach for ranking and selection of the best model form the available options of Software Reliability Growth 

Models. If the correct models are chosen for a particular development environment then it is possible to take a decision on the latent faults in the 

software and decide on its future release date. Through this technique it is possible to identify which particular models have equal utility in 

prediction of software faults, This may give the developers a choice of several models during testing. 
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